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Abstract

The first generation of databases has emerged since 1970’s as hierarchical and network systems that unified data collection and manipulation as a single set of data records. The second generation has started since the early 1980 with the concept of relational databases and some variations such as object databases and deductive databases. The idea of moving databases toward the next generation has proposed since the 1990’s as a better system to support new kinds of objects structures and business rules. With the advancement of data mining and learning techniques, we propose that the next generation database systems should include the learning capability. We therefore introduce the design of a query answering system that can support the database system to be more intelligent than the current systems. We also conduct some experiments to show the performance of the proposed query rewriting system.
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1. Introduction

Querying a database is a common task for traditional database systems. To query a database is to find some answers from stored data. Traditional database systems return exactly what is being asked. This is a method of direct query answering and a user is required to construct a query intelligently and properly. To remove the burden of intelligence from the database users, the concept of intelligent or cooperative query answering has emerged(1,2). The process of intelligent query answering consists of analyzing the intent of query, rewriting the query based on the intention and other kinds of knowledge, and providing answers in an intelligent way(3). Intelligent answers could be generalized, neighborhood or associated information relevant to the query. This concept is based on the assumption that some users might not have a clear idea of the database content and schema. Therefore, it is difficult to pose queries correctly to get some useful answers.

Knowledge, either intentional or extensional, is the key ingredient of intelligence. Many researchers(2-4) propose to integrate data mining techniques as a knowledge discovery engine to serve an intelligent query answering purpose. We extend this idea by incorporating both virtual mining and materialized views in the query answering system. Virtual mining views(5,6) are data mining rules discovered from databases and stored as tables, whereas materialized views are view relations computed and stored in the database as well. We consider virtual mining and materialized views as semantic constraints capable of transforming queries to be processed intelligently.

The idea of coupling data mining capability with the database systems gives rise to the new concept of inductive databases(7-9). An inductive database is a database that contains not only data, but also patterns which are generalized information induced from data. By providing this tightly integration framework of data management system and pattern discovery engine, users can access patterns in the same manner as querying data. To achieve this aim a number of SQL-based inductive query languages, such as DMQL(10), MINE RULE(11), MSQL(12), have been proposed and implemented. Most of these languages are an SQL extension with some primitives to support the data mining task, that is, users can pose queries to induce, access and update patterns.

Besides the front-end functionalities, we propose that the induced patterns can also be useful in the back-end part of query answering. The induced patterns are viewed as a repository of semantic knowledge highly beneficial to the
optimization process. The purpose of query optimization is to rewrite a given query into an equivalent one that uses less time and resources. Equivalence is defined in terms of identical answer sets. Query optimization utilizes syntactic and logic equivalence transformation of a given query expression. Semantic query optimization (SQO), on the contrary, uses not only syntactic transformations, but also semantic knowledge, such as integrity constraints and various forms of data generalization, to transform a query into an optimized one.

Early work on SQO transforms query by reasoning via heuristics such as index and restriction introduction, join elimination, contradiction detection. Since the introduction of SQO concept in 1981, semantic-based transformation techniques have been developed constantly. Some proposed techniques in the literature are resolution refutation method and knowledge deduction. Recently, the interest on SQO has moved toward the setting of intelligent query answering, which is defined as a procedure that can answer incorrect or incompletely specified query cooperatively and intelligently. The intelligence is obtained by analyzing the intent of a query and provide some generalized or associated answers. Necib and Freytag propose an ontology-based optimization approach to rewrite a query into another one which is not necessary equivalent but can provide more meaningful result satisfying the user’s intention.

Our research follows the direction of intelligent query answering with the emphasis on semantic-based optimization. We consider acquiring semantic knowledge using a data mining approach in which knowledge can be induced from the database content. The main purpose of this paper is to illustrate the idea of inducing and integrating knowledge in the query rewriting and optimization process to produce an intelligent answer. We present the optimization process within the framework of inductive database systems that both data content and patterns are stored in the databases. The rest of the paper is organized as follows. Section 2 presents some major concepts and related work. Section 3 explains architecture of the proposed query answering system. Section 4 discusses the implementation and some experimental results. Section 5 concludes this paper.

### 2. Preliminary and Related Work

Inductive databases can be viewed as an extension of the traditional database systems in that the databases do not only store data, but they also contain patterns of those data.

<table>
<thead>
<tr>
<th>( \mathcal{R} )</th>
<th>( \mathcal{P} )</th>
<th>pattern</th>
<th>support</th>
<th>confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>( XYZ )</td>
<td>( X \Rightarrow Y )</td>
<td>0.25</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>( 100 )</td>
<td>( X \Rightarrow Z )</td>
<td>0.50</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>( 111 )</td>
<td>( Y \Rightarrow X )</td>
<td>0.25</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>( 101 )</td>
<td>( Y \Rightarrow Z )</td>
<td>0.50</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>( 011 )</td>
<td>( Z \Rightarrow X )</td>
<td>0.50</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>( 011 )</td>
<td>( Z \Rightarrow Y )</td>
<td>0.50</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>( 100 )</td>
<td>( XY \Rightarrow Z )</td>
<td>0.25</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>( 100 )</td>
<td>( XZ \Rightarrow Y )</td>
<td>0.25</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>( 011 )</td>
<td>( YZ \Rightarrow X )</td>
<td>0.25</td>
<td>0.50</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. An example of inductive database instance

Mannila formalized a framework of inductive database \( I \) as a pair \( (R, P) \) where \( R \) is a database relation and \( P \) is a nested relation of the form \( (Q_R, e) \) in which \( Q_R \) is a set of patterns obtained from querying the base data and \( e \) is the evaluation function measuring some metrics over the patterns. As an example, consider the database (adapted from consisting of one base relation, \( R \). The induced patterns \( P \) are a set of rules represented as an implication \( LHS \Rightarrow RHS \); therefore, \( Q_R = \{ \) LHS \( \Rightarrow RHS \} \) and the rule’s quality metrics are support and confidence. An inductive database \( I = (R, P) \) containing one base relation \( R \) and a set \( P \) of all association patterns induced from \( R \) is shown in Fig. 1.

Given the framework of an inductive database \( I \), users can query both the stored data (the part of \( IR \) in Fig. 1) as well as the set of patterns (the \( IP \) part). Formalization of inductive queries to perform data mining tasks has been studied by several research groups. We are, however, interested in the concept of inductive databases from a different perspective. Instead of using a sequence of queries and operations to create the induced patterns such as association rules, we shift our focus towards the induction of rules and then deploy the stored information to support query answering.

Evaluating queries efficiently and intelligently requires an important step of query rewriting and modification. Query rewriting is a basic step in query processing aiming at transforming a given query into another more efficient one that uses less time and resources to execute. A rewritten query normally produces the same answer set as the original query.

Query modification interprets query rewriting in a more relaxing way as a query refining process to produce answers that might be a superset of the expected answers.
The advantage of query relaxation is the increased possibility of obtaining desired answers when users have limited knowledge about the problem domain and the database schemas.

Early research in query modification\(^1\)\(^{22}\) has focused on rewriting the query using generalization concept, neighborhood, and type abstraction hierarchy. The work of Han et al\(^17\) is among the early research in intelligent query answering that incorporates data mining techniques to rewrite users’ queries. Their query relaxation approach employed the notion of generalization to build concept hierarchy.

Lin et al\(^18\) proposed to integrate neighborhood information and data mining rules discovered from the databases to rewrite the queries. Muslea\(^23\) introduced the LOQR algorithm to learn some knowledge about the problem domain using a small subset of the database. Then the learned information is used to relax the constraints in the query that originally returns an empty answer.

Aragao and Fernandes\(^4\) proposed a unified foundation for query answering and knowledge discovery. The combined system is called CIDS (Combined Inference Database Systems).

The integration of knowledge discovery and query answering system is also the basis of our research. However, we propose to extend the idea by incorporating not only the knowledge discovered from databases, but also the materialized views in the process of query rewriting and answering.

Materialized views are pre-computed data that are stored in the database. Answering queries using views has long been extensively studied\(^24\)\(^{-28}\). Materialized views can provide useful information in query processing especially in the context of web searching applications. We thus design our system to employ both learned knowledge and materialized views to refine the given query.

3. The Design of Query Answering System

The proposed query answering system composed of a number of autonomous modules working cooperatively to pursue the common goal of rewriting and producing answers in an intelligent way. The general framework of these modules is depicted in Fig. 2. Our design of intelligent query answering system includes the semantic optimizer to utilize materialized views and data mining models as major sources of knowledge in semantically transforming the users’ queries. The framework of the optimizer is provided in Fig. 3.

![Fig. 2. A general framework of the inductive database.](image-url)
User interface is a front-end module to get query from the user and return a final answer set. Constraint extractor is responsible for extracting constraints from the original query and inputs these constraints to the mining engine and the materialized view (MV) manager. A mining engine is thus driven by the query constraints to discover knowledge such as association rules that are relevant to the given query. MV manager is a module responsible for view creation, selection and modification. The data storage thus contains three kinds of information: base relations (data), materialized views created by the MV manager, and virtual mining views discovered by the mining engine.

Materialized view definitions and virtual mining views are to be used as semantic constraints by the query rewriter in transforming the given query. Some queries can be answered at this stage, whereas the more complicate ones are sent to the query executor in which base relations and materialized data might be accessed. The algorithm for query optimizer is given in Fig. 4.

### Fig. 4. Semantic query optimizer algorithm.

**Input:** a database $D$, a set of semantic rules $S$, a set of materialized views $V$, current user's query $Q$

**Output:** a new query $Q'$

**Steps:**
1. Extract conditions $C$ from the user's query $Q$
2. For each $c \in C$
3.   [3.1] assert $c$ as a temporary database fact
3.   [3.2] search for predicates in $S$ that are related to $c$
3.   [3.3] report searching result as an answer set $A$
4. If $A$ is empty, then return $Q$; otherwise proceed to the next step
5. Form a new query $Q'$ by
6.   [5.1] Construct a head of query clause with $C$ appeared as arguments
6.   [5.2] Construct clause body with applicable materialized view from $V$
6.   [5.3] Conjoin a clause body with predicates appeared in $A$
6. Return a new query $Q'$
4. Experimentation and Results

On a series of experimentation, we draw a sample set containing 1,000 data records from the IPUMS-USA database which has been made available to public by Minnesota Population Center(29). This database contains the United States socio-economic data of the year 1999 with household and person information as shown in Fig. 5.

The household records contain information such as value of household unit, monthly rental payment, family total income, number of families within each household unit, age of a person, relationship to household head, and other related information. Examples of household records are illustrated in Fig. 6.

For the person records, the information is about education, employment status, occupation, income of a person, and other personal information. Examples of person records are shown in Fig. 7.

To test the efficiency of query optimization with materialized views and data mining models, we create a database using the DES system(30). Data mining models used in the experimentation are association rules.

---

### Variable Availability

```
Table 1: Variables as appeared in the household and person records.
```

<table>
<thead>
<tr>
<th>Household Record</th>
<th>Person Record</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical Variables</td>
<td>Technical Variables</td>
</tr>
<tr>
<td>Geographic Variables</td>
<td>Family Interrelationship Variables</td>
</tr>
<tr>
<td>Group Quarters Variables</td>
<td>Demographic Variables</td>
</tr>
<tr>
<td>Economic Characteristic Variables</td>
<td>Race, Ethnicity, and Nativity Variables</td>
</tr>
<tr>
<td>Dwelling Characteristic Variables</td>
<td>Health Insurance Variables</td>
</tr>
<tr>
<td>Appliance, Mechanical, Other Variables</td>
<td>Education Variables</td>
</tr>
<tr>
<td>Household Level Variables</td>
<td>Work Variables</td>
</tr>
<tr>
<td>Historical OverSample Variables</td>
<td>Income Variables</td>
</tr>
<tr>
<td>Historical Technical Variables</td>
<td>Occupational Standing Variables</td>
</tr>
<tr>
<td>1970 Neighborhood Variables</td>
<td>Migration Variables</td>
</tr>
<tr>
<td></td>
<td>Activity Five Years Age Variables</td>
</tr>
<tr>
<td></td>
<td>Disability Variables</td>
</tr>
<tr>
<td></td>
<td>Veteran Status Variables</td>
</tr>
<tr>
<td></td>
<td>Place of Work and Travel Time Variables</td>
</tr>
<tr>
<td></td>
<td>Historical OverSample Variables</td>
</tr>
<tr>
<td></td>
<td>Historical Technical Variables</td>
</tr>
<tr>
<td></td>
<td>Other Variables</td>
</tr>
</tbody>
</table>

---

### Table 1: Examples of household records, each record has 34 attributes

```
table1(q1, q2, q3, q4, q5, q6, q7, q8, q9, q10, q11, q12, q13, q14, q15, q16, q17, q18, q19, q20, q21, q22, q23, q24, q25, q26, q27, q28, q29, q30, q31, q32, q33, q34)
```

---

### Table 2: Examples of person records, each record has 27 attributes

```
table2(school, educrace, schtype, emapstagt, 1, labforce, 2, occcorec, 3, sei, clasvqg, 2, wkswork2, 6, hrswork2, 6, ylastwk, 0, workdayr, 2, incnotc, 3, incnqei, 3, incbusc, 1, incmar, 1, incsas, 1, incwejfr, 1, incoth, 1, poverty, 6, migratg, 1, migpac5, 0, movedin7, 1, vstatat, 1, transwork10, 1, occupation_2),
```

---
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We test the query processing performance with six kinds of queries (experimental results are graphically shown in Fig. 8 and summarized in Table I). Some queries (Query1, Query2, and Query3) cannot benefit from the presence of semantic rules because the queries’ conditions do not fit the rules. For this case, the system takes more time to search for semantic rules than traditional direct querying method. But for some queries that fit the rule antecedents, the intelligent method does significantly save the database searching time.

5. Conclusions

Our query answering scheme presented in this paper is based on the setting of inductive databases. An inductive database is the concept proposed as the next generation of database systems. Within this framework, data and patterns are stored together as database objects. In such tightly coupling architecture, patterns are considered first-class objects in that they can be created, accessed, and updated in the same manner as persistent data. We present the framework and techniques of query rewriting and answering that use stored patterns as semantic knowledge.

We design and implement a query answering system to provide an integrated and efficient platform for the next generation database management system. To answer queries effectively and intelligently, the association mining component and the materialized view manager are two key players to derive useful knowledge relevant to the given query. Query rewriter, which is supported by intelligent transformation rules and co-operated with query executor, is expected to produce answers in an intelligent way. The preliminary experimental results satisfy this expectation. We are, however, improving the capability of these components to analyze the user’s intent and preferences to better providing associated information. Extending the scope of this research towards the distributed environment is also the direction of our future work.

Table 1. Processing time summarization of direct querying versus intelligent query answering with semantic transformation using materialized views and mining models.

<table>
<thead>
<tr>
<th>Query characteristics</th>
<th>Processing time (msec.)</th>
<th>Reduced time</th>
<th>Time usage efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct answer</td>
<td>Intelligent answer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Query1: ask one information with a single condition, null answer</td>
<td>110</td>
<td>405</td>
<td>-295</td>
</tr>
<tr>
<td>Query2: ask one information with a single condition</td>
<td>1,029</td>
<td>1,325</td>
<td>-296</td>
</tr>
<tr>
<td>Query3: ask one information with a single condition</td>
<td>906</td>
<td>1,188</td>
<td>-282</td>
</tr>
<tr>
<td>Query4: ask one information with two conditions</td>
<td>1,028</td>
<td>688</td>
<td>340</td>
</tr>
<tr>
<td>Query5: ask two information with a single condition</td>
<td>10,423</td>
<td>1,060</td>
<td>9,363</td>
</tr>
<tr>
<td>Query6: ask three information with four conditions</td>
<td>9,852</td>
<td>1,467</td>
<td>8,385</td>
</tr>
</tbody>
</table>

Fig. 8. Query processing time comparison of direct querying versus intelligent method using views and association rules.
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