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Abstract

Nowadays, Traffic accidents (TAs) causes much damage regarding human and asset. TAs records have been stored and published in many Open Data sources. In this article, we propose a method of using clustering algorithm Density-based Spatial Clustering of Applications with Noise (DBSCAN) to classify the TAs’ records to find the Density Traffic Accident Areas (DTAA). We also discuss the optimal variables in DBSCAN that need to consider when applied in real urban areas. We emphasize the characteristics of DTAA by the Bound Value (BV) and modeling some important traffic characteristics. We then evaluate the performance and efficiency between DBSCAN and K-mean clustering methods. The result clusters and characteristics can be easily adapted to real traffic applications for increase the travel safety.

Keywords: DBSCAN, Traffic Accident, Bound Value, Clustering, Density Traffic Accident Areas.

1. Introduction

In recent years, Traffic Accident is one of the most brutal “disease” happening in the world. The World Health Organization (WHO) reported in their recent reports that every year, there are about 1.2 million deaths because of Traffic Accident; around 50 million others suffer injuries and disability.

Another report, named Safe and Sustainable Roads” said that Traffic Accident is now the deadliest killer for kids and young people of age 10 to 24. If there are no urgent actions, the death numbers will raise from 1.3 million to 2 million deaths every year. Every day there are about 3500 deaths caused by Traffic Accident with 70% of them happen in developing countries. Most of the people died while driving bicycle and motorbike. The report also showed that Traffic Accident cause more deaths for kids and young children than malaria, diarrhea, and HIV.

Traffic Accident is not only caused deaths but also cause a heavy burden of economic losses for the victims, their families and the nation. The victims losses money for health treatment, some of them losses their outcome due to their disability. Those who caused Traffic Accident also losses because they need to pay the treatment, also their time involve with laws.

In this new era of Big Data, more and more Open Data sources have been published. The government wants to keep this information on track, for a safer and simpler way of store data. The Open Data sources are the great help for research on analyze and classify historical data. They contain a lot of different type of data; include the records of Traffic Accident. Some of these Open Data sources are New York City Open Data and Great Britain Open Data***.

In the past decades, there has been an interest in using historical data to analyze or classify them to reduce Traffic Accidents. Based on the results, they developed different methods to archive this. While some of them used tracking vehicle method to detect Traffic Accident (1), others used the analysis results to predict the places where Traffic Accidents likely to happen (2, 3, 4, 5, 6), some studies used clustering methods to classify the Traffic Accident into clusters based on certain parameters (7, 8, 9, 10). In order to understand more about the cause of Traffic Accidents, some authors studied about the Traffic Accidents’ characteristics (11, 12, 13, 14) which can help them find the similarity of these accidents.

In this study, we use the common Density-Based Spatial Clustering of Application with Noises (DBSCAN) algorithm (15, 16) to form the Traffic Accidents records into clusters based-on the Traffic Accident’s locations and density. After that, we use the Bound Value to identify the similarity or characteristics of each cluster. The result gave us the clusters and their abnormal characteristics that we can later use in suggestion methods to avoid these dangerous areas or suggest the one who has the responsibility to check for the cause why that location have so much Traffic Accident happen based on the abnormal characteristics.

The contribution of our work can be summarized as:

- We used DBSCAN algorithm to form the Traffic Accident Open Data source into clusters while considered the input parameters so we can have most

* http://www.fiafoundation.org/our-work/make-roads-safe
** http://www.who.int/healthinfo/global_burden_disease
*** https://cycopendata.socrata.com/
https://data.gov.uk/
suitable parameters while applying this method to real life problems.

- We listed out some environment characteristics of Traffic Accidents and combined them into cases that can happen.
- We then used Bound Value to classify them to find the similarity of these accidents.
- We evaluated our approach with the Open Data set from NYC and Great Britain. We also compared it with the K-mean method in term of performance and efficiency.

The organized sections of this paper are as follow: In Section 2, we continue to discuss about the related works. In Section 3, we described our proposed method. Section 4 is our experimental results. Finally, we conclude our study and briefly discuss future work in Section 5.

2. Related Works

There are some studies proposed the approaches to classifying TAs using different clustering algorithms. Kumar and Toshniwal et. al (7) using k-modes, an enhanced version of the K-mean clustering algorithm to form the TAs clusters. Tessa et. al (9) used Geographical Information Systems (GIS) and Kernel Density Estimation to add attribute data to existing TAs areas, then used the K-mean clustering algorithm to form the areas which have similar attribute data into clusters. Sandor and Peter et. al (8) used Density-Based Spatial Clustering of Applications with Noises (DBSCAN) on GPS coordinates of TAs in ordered to form the Black spots where the number of accidents is higher than other areas.

There are many comparisons between K-mean clustering and DBSCAN through studies, not only in TAs but also in many different objects. Jeffreys et. al (17) used K-mean and DBSCAN algorithms to classify the network traffic, the result shows that K-mean has faster performance while DBSCAN has better clusters. Nejdet et. al (10) compared K-mean, DBSCAN and Expectation Maximization (18) while presented a real-time traffic accident detection method; the result showed that DBSCAN gave the best promising result.

In this paper, we use DBSCAN as our main algorithm to cluster the TAs based on their coordinates. Simply because DBSCAN is the Density algorithm, which suite best for finding areas with higher density.

Ai and Xiang et. al (14) used fuzzy clustering to form the TAs then analyzed their characteristic in term of vehicle types to find the most dangerous driving behavior. Kumar and Toshniwal et. al (7) listed the characteristics of TAs in both subjectivity and environment aspect. They then used Association Rule Mining Algorithm to add the rules to each cluster, the clusters with strong rules will be taken for analysis the cause of TAs. We, however, want to consider more about how to apply the clustering method and TAs’ characteristics to specific real-life location, so we came up with the Bound Value.

3. Proposed System Design

In this section, we present how we used DBSCAN algorithm with customize parameters to form the clusters. After that, we used Bound Value to classify the result clusters into clusters with characteristics to understand the cause of these dangerous areas. An overview of our works is described in Figure 1.

3.1 Density-Based Spatial Clustering of Applications with Noises (DBSCAN)

DBSCAN is Density-Based Spatial Clustering of Application with Noise; this method focuses on identifying more density areas over the fewer density areas. This clustering algorithm requires two parameters that are distance $e$ and a minimum number of points $minPts$. In this algorithm, the points separated into core points, boundary points and noises. A point $p$ is a core point if there are at least $minPts$ points (include $p$) that are within the distance $e$ of it. All the points within distance $e$ of a core point become part of the cluster and called boundary points, from these boundary points, continue to check if any other points are within the distance $e$ of them and make them part of the cluster.
cluster as well. The points that are not reachable by neither core points nor boundary points called noises.

![DBSCAN example](image1)

In Figure 2, A is considered as a core point because it has 4 points (include it also) within its distance $e$. R1 and R2 are not within A’s distance but R1 link with A’s boundary point, and R2 link with R1 so they are considered as boundary points and a part of A’s cluster as well. N1 and N2 are not reachable by neither core points nor boundary points, so we consider them as noises.

3.2 The Data Set

For the data sources, we used two set of data from New York City open data and Great Britain open data. The NYC open data is more detailed than GB open data regarding traffic vehicles and traffic throughput, but less regarding traffic weather condition and lighting condition. Because of that, for different required fields we used different data set to suite the best. For using the DBSCAN algorithm to cluster the data sets to identify the DTAA, we used the NYC open data with four attributes: The date that TA happen (TDate), the time that TA happen (TTime), the latitude (LAT) and the longitude (LONG).

Our target was to cluster this data set into some specific DTAA, which can help us identify the areas that the TA are most likely happen. Working on the position of the TA, LAT, and LONG, we first considered about the distance $e$ since it is a variable parameter, which need to be careful selected. Because even the TA can occur anytime, anywhere, but they still have some constraints that we can consider. Consider an urban area and a countryside; we can say that the chance for TA happen is much higher in the urban area than countryside since the traffic volume and frequency in urban areas are much higher. Also in urban areas, an area which has a lot of intersections or crowded places usually have the higher chance that TA will happen than an area which doesn’t have these.

3.3 DBSCAN Parameters

We first tried to select $e = 500$ meters and minPts = 5, the data set was 1000 records from NYC open data. After clustering used DBSCAN, we found 2 clusters which have

![Different clusters along the street](image2)

996 records and only 4 noises left. That mean the distance we chose was too long so most of the records can link to each other within 500 meters. We then looked at the map around the areas and realized that we can divided most of the living areas into blocks with so many small intersections about 100 to 280 meters long. Most of the accidents happen in the middle of the intersection, and they just linked with other intersection due to our large distance selected.

We then selected $e = 100$ meters and minPts = 7, that gave us the result of 33 clusters which have 326 records, others 674 were noises. We realized that most of these clusters happen in big intersections, some of the TAs are happen in exact same position. Of course, these clusters are good, but then we found out some clusters were close to each other, more than 100 meters of course but they were along on the same street, just different side of the intersection. One example showed in Figure 3.

After that, we chose $e = 180$ meters and minPts = 7, that gave us the result of 33 clusters which have 326 records, others 674 were noises. The shape of the clusters are intersections and expand a little bit to the connected streets. However, increased the distance led us to an interesting problem, because there are so many intersections in a small area and they are not far to each other, so increase the distance increase a chance that a cluster will expand to others intersections, others streets. That may lead to inaccuracy clusters we want to see since the covered areas are too large, it is meaningless when it comes to DTAA term.

After many tried, we think that the parameter distance $e$ should be between 140 to 220 meters when applying for urban areas, the minimum numbers of points should be between 4 to 7. These parameters may variable based on the area’s attributes, the further between the intersections, the greater the distance $e$. For an area that has the lower frequency that TA may happen, the lower minimum numbers of points should be.
3.4 Bound Value and Traffic Accidents’ Characteristics

We considered only the environment characteristics that affect the chance that TA will happen. We showed these attributes in Table 1 below.

<table>
<thead>
<tr>
<th>Table 1. Traffic Accidents Attributes.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TA time</strong></td>
</tr>
<tr>
<td>T1 (12:00PM – 6:00AM)</td>
</tr>
<tr>
<td>T2 (6:00AM – 12:00AM)</td>
</tr>
<tr>
<td>T3 (12:00AM – 6:00PM)</td>
</tr>
<tr>
<td>T4 (6:00PM – 12:00PM)</td>
</tr>
<tr>
<td><strong>Light condition</strong></td>
</tr>
<tr>
<td>L1 (Day time)</td>
</tr>
<tr>
<td>L2 (Dust with street light)</td>
</tr>
<tr>
<td>L3 (Dust without street light)</td>
</tr>
<tr>
<td>L4 (Dark with street light)</td>
</tr>
<tr>
<td>L5 (Dark without street light)</td>
</tr>
<tr>
<td><strong>Weather condition</strong></td>
</tr>
<tr>
<td>W1 (Normal)</td>
</tr>
<tr>
<td>W2 (Strong wind)</td>
</tr>
<tr>
<td>W3 (Rain)</td>
</tr>
<tr>
<td>W4 (Fog)</td>
</tr>
<tr>
<td>W5 (Others)</td>
</tr>
</tbody>
</table>

From the Table 1, we have in total 100 combinations that shown the characteristics of the TA. Although this may not be enough and need to be vary based on different places, locations we apply it. Nevertheless, take it for example, if an area we considering suite for this table then almost all the TA happen will fall into these 100 combinations. Of course, we cannot expect that these combinations are equal to probability with each other. Since there are very low chance that, the normal days in a year will be equal to the strong wind days or rain days in a year, etc. Therefore, if we consider these combinations as equal, that will lead to inaccuracy analysis. Therefore, we came up with the Bound Value (BV).

This BV is a parameter that variable based on locations. Because each location has different traffic volume in daytime, also different in light condition and weather condition. Therefore, to identify this BV we need to consider manually for each case.

Take the TA time and NYC traffic volume 2012-2013 of Manhattan district for example. We calculated and got the result like shown in Table 2. The detailed shape is in Figure 4.

<table>
<thead>
<tr>
<th>Table 2. Traffic Volume of Manhattan.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TA time</strong></td>
</tr>
<tr>
<td>Number of vehicles</td>
</tr>
<tr>
<td>T1 (12:00PM – 6:00AM)</td>
</tr>
<tr>
<td>T2 (6:00AM – 12:00AM)</td>
</tr>
<tr>
<td>T3 (12:00AM – 6:00PM)</td>
</tr>
<tr>
<td>T4 (6:00PM – 12:00PM)</td>
</tr>
</tbody>
</table>

After checked the records in NYC open data and GB open data, we realized that the pattern of traffic volume is nearly the same. The volume in T1 about 10% total traffic volume of the day, volume in T2 is about 30%, volume in T3 is about 35%, and volume in T4 is about 25%. Theoretically, we can say that the greater the traffic volume is, the greater the chance that TA can happen. So if in one area, the TA happen mostly in time T1 – has which has the lowest traffic volume of the day – then that area sure have some problem we need to check carefully.

For each TA attribute in Table 1, we have N cases. BV is the boundary value, BV(x) is the percentage of case x take part in N cases, or different way to say, BV(x) is the probability that x can happen between N cases. If BV(W1) = 0.4 that mean the probability that a TA happen on a normal day is 40%, the rest 60% of the TA will fall into W2, W3, W4. We have:

\[ \sum_{x=1}^{N} BV(x) = 1 \]  (1)

For each combination of a total of 100 combinations, for example, the combination T1-L1-W1, we used C to denoted the probability that a TA will fall into this combination is BV(T1) x BV(L1) x BV(W1). We will have in total 100 C that is the probability for 100 combinations.

\[ \sum_{C=1}^{100} C = 1 \]  (2)

Once we had C in theory, we can easily find C, in reality, using the TA open data records, just find there are how many TA happen which have the characteristic as combination x among the total number of TA. After we have C in theory and C in reality, we can compare them together and check if these both values are normal or abnormal. If:

- \( C_{\text{real}} < C_{\text{theory}} \) : Ignore
- \( C_{\text{real}} = C_{\text{theory}} \) : Normal – Ignore
- \( C_{\text{real}} > C_{\text{theory}} \) under 15% : Normal – Ignore
- \( C_{\text{real}} > C_{\text{theory}} \) greater than 15% : Abnormal

For example, if we only consider the TA attributes like shown in Table 3 bellow:
we end up used DBSCAN because it perf. it is not really suite our purpose to assemble the clusters and only form the clusters based on average distance, form clusters as well, but since it need the manual number of the events to classify the events.

We separated this data source into several smaller source set. We used the latest NYC open data set that collected from Manhattan district in the first half year 2016. The data set contains around 20500 records of TA all over Manhattan district. This data set is very detailed about TA coordinates, date time and type of vehicle.

We separated this data source into several smaller source set to test the performance and compare the efficiency of each algorithm when running on different data set size. We separated into 1000 records, 2000 records, 5000 records, 10000 records, and the original source.

Table 3. TA Attributes example.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Cases</th>
<th>BV</th>
</tr>
</thead>
<tbody>
<tr>
<td>TA time</td>
<td>T1(0:00AM – 12:00AM)</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>T2(12:00AM – 24:00PM)</td>
<td>0.55</td>
</tr>
<tr>
<td>Light condition</td>
<td>L1 (Day time)</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>L2 (Dark)</td>
<td>0.38</td>
</tr>
</tbody>
</table>

So we can see that we have total 4 combinations, and

\[ C_{theory} \]

of each combination can be calculated by multiple the BV.

\[ C_{theory} T1 \rightarrow L1 = 0.45 \times 0.62 = 0.279 \]

Then we will check in the open data source for the combination in the total of 123 TAs we are considering, then:

\[ C_{real} T1 \rightarrow L1 = \frac{47}{123} = 0.285 \]

We then compare the result of \( C_{theory} T1 \rightarrow L1 \) and \( C_{real} T1 \rightarrow L1 \), the result is the 3rd case, \( C_{real} T1 \rightarrow L1 > C_{theory} T1 \rightarrow L1 \) under 15%, so this combination is normal. Therefore, if there are any combination that falls into 4th case \( C_{real} > C_{theory} \) greater than 15%, then we may consider this combination is the characteristic of the cluster we are considering.

### 4. Experimental and Evaluation

In this section, we experiment and evaluate the efficiency of the DBSCAN algorithm; we also evaluate the performance of the common K-mean clustering algorithm and compare them together since these both are frequently used algorithms in Traffic problems. We then discuss the strengths and weaknesses of these algorithms when address to TA clustering.

We used the latest NYC open data set that collected from Manhattan district in the first half year 2016. The data set contains around 20500 records of TA all over Manhattan district. This data set is very detailed about TA coordinates, date time and type of vehicle.

We separated this data source into several smaller source set to test the performance and compare the efficiency of each algorithm when running on different data set size. We separated into 1000 records, 2000 records, 5000 records, 10000 records, and the original source.

Many studies used K-mean clustering algorithm to classify the events (7, 17, 10). We at first tried to use it to form clusters as well, but since it need the manual number of cluster and only form the clusters based on average distance, it is not really suite our purpose of identifying DTAA, hence we end up used DBSCAN because it perfectly match when it comes to density problems. Bellow parts are the results we compared the performance and efficiency of K-mean and DBSCAN.

As we can see in Figure 5, the performance of K-mean when handle big records data set is good. However, if the records of data set or the cluster we input increased, the performance of K-mean slow down dramatically. It is because the application need to calculate all of the distances from each point to the centroids (cluster’s center) we defined. So the more records and centroids, the more calculating needed.

Compare to K-mean algorithm while handle the same records of data set, the DBSCAN algorithm require a lot more time to execute, this is because every record needs to calculate the distance between it and all the records left. Not like K-mean, only need to calculate the distance between points and centroids we defined.

Figure 6 show the performance of DBSCAN while running 5000 records data set with different value of parameters. We ran 8 different pairs [\( e=140, \text{MinPts} = 4 \)], [\( e=140, \text{MinPts} = 7 \)], [\( e=180, \text{MinPts} = 4 \)], [\( e=180, \text{MinPts} = 7 \)], [\( e=200, \text{MinPts} = 4 \)], [\( e=200, \text{MinPts} = 7 \)], [\( e=220, \text{MinPts} = 4 \)], [\( e=220, \text{MinPts} = 7 \)] as shown in the Figure 5. For the same minimum number of points, when we increased the data size, it will slow down dramatically.

Fig. 6. DBSCAN performance.
the distance, the time required for executed slightly reduced. For the same distance, when we increased the minimum number of points, the time required increased.

Table 4. DBSCAN formed clusters.

<table>
<thead>
<tr>
<th>Parameters (e/MinPts)</th>
<th>Clusters</th>
<th>Noises</th>
</tr>
</thead>
<tbody>
<tr>
<td>140/4</td>
<td>184</td>
<td>379</td>
</tr>
<tr>
<td>140/7</td>
<td>152</td>
<td>1121</td>
</tr>
<tr>
<td>180/4</td>
<td>37</td>
<td>74</td>
</tr>
<tr>
<td>180/7</td>
<td>31</td>
<td>264</td>
</tr>
<tr>
<td>200/4</td>
<td>30</td>
<td>52</td>
</tr>
<tr>
<td>200/7</td>
<td>24</td>
<td>165</td>
</tr>
<tr>
<td>220/4</td>
<td>18</td>
<td>34</td>
</tr>
<tr>
<td>220/7</td>
<td>16</td>
<td>101</td>
</tr>
</tbody>
</table>

Table 4 show the result of each executed. With the same distance e, when we increased the MinPts, we got less number of clusters and more noises; this is because more MinPts required mean fewer core points will be detected. In the other hand, when we increased the distance e, the clusters formed decreased; that is because the coverage of the clusters will be larger.

We also found out that not all the clusters formed are useful, since there will be some clusters with very large coverage, due to the expandability of DBSCAN and the fact that the data set is too large, the probability that some huge clusters formed will be there.

This led us into further considering about the scale of the areas and data sets we should use. If the area is not so big and we input a large data set at once then most likely, the result will be only one or two big clusters that are useless. However, if we use a small data set into a big area, the chance for clusters to form will be quite small. So in our case, when we applied the algorithm for Manhattan district, because the TA happen there was so much, so we separated the data set into monthly records data set, which was around 2000 to 5000 records and we think that reasonable enough.

5. Conclusion and Future Work

In this article, we present an approach to classify historical data set with DBSCAN algorithm to find the Density Traffic Accident Areas. We can use these formed clusters in suggestion or prediction applications to avoid these dangerous areas or give feedback to the one have the responsibility about the existing dangerous.

We also discuss the Bound Value, one of the parameters that we need to consider when working with the clusters’ characteristics. If we can identify the characteristics of these dangerous clusters more accuracy, we will be able to identify the cause why traffic accidents happen in these areas so frequently.

Lastly, we developed a clustering application with C++ to cluster the open data set using DBSCAN and K-mean algorithm. We compared their performance and efficiency. We compared the results of DBSCAN while using different parameters.

As future works, we will try to learn more about the traffic accidents’ characteristics to find the way to identify the cause more accuracy. We also want to try different methods of clustering to improve our current method. We are also building an application that can suggest the drivers take the safer travel route using these clusters we found above; this application also can request the government to check some dangerous areas that have suspicious accidents based on the clusters’ characteristics.
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