Japanese Vowels Recognition Using Linear Discriminant Analysis and Surface Electromyogram Measured with Bipolar Dry Type Sensors
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Abstract

This paper proposes a Japanese vowels recognition method using surface electromyogram (EMG). First, 3 sensors are used to measure surface EMG data at orbicularis oris muscle, zygomatic muscle and depressor angle oris muscle. Next, Fast Fourier Transform (FFT) is applied to all measurement data to calculate power spectra. Linear Discriminant Analysis (LDA) is then used for power spectra of 3 channels and reduce their dimension to 4. Finally, the result of LDA is recognized by Support Vector Machine (SVM). In experiments, it is assumed that mounting sensors to face, measuring EMG, and demounting them are 1 trial. A subject utters 5 Japanese vowels 3 times. Among 3 trials data, 2 trials data are used to make templates and the remaining are used for test. The subject is a man in twenties. As a result, we obtained 62.3% average recognition accuracy. This result shows the proposed method is better about 2 times than the previous method (1).
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1. Introduction

Voice communication is the most essential and important means of human communication. However, in late years there are troubles where noisy utterance is a nuisance to people, and it is difficult for some people (vocalization dysfunction) to utter by acquired diseases, accidents, and so on.

Patients of vocalization dysfunction cannot talk by themselves. Today, they use alternative utterance methods, using Electrolarynx, esophageal speech and so on. However, these are basically inconvenient. Therefore, voice recognition and utterance assistance have been studied in recent years. For example, there are methods to recognize utterance with an image of lips shape (2) and using surface EMG signals (3)(4). These methods don't need actual utterance. Therefore, it is thought these are valid to the patients.

In this paper, we focus on a method using EMG signals. This method attaches small electrodes on a line of lips neighborhood and measures EMG signals. After that, they are recognized using Support Vector Machine(SVM).

The previous studies (3)(4) have many examples using wet type sensors. Wet type sensors can obtain better data for precise recognition than dry ones. However, they need a high cost and are inconvenient to attach/detach. Therefore, in this paper we consider future practical use and propose a silent-voice recognition system of Japanese vowels by bipolar small dry type sensors.

2. Vowels recognition method

A method proposed in this paper consists of 4 parts, input part, data transform part, feature extraction part and train/recognition part (Fig. 1).

2.1 Input

In this paper, we use 3 electrodes to measure surface EMG signals. Electrodes which measures biological signals have roles as an interface of delivering electrifications between a living body and measurement devices. Biological signals are generally weak electric potentials which occur in a low frequency region. Therefore, measurement electrodes
must have a low electrode impedance and a stable electrode potential. In this subsection, we explain about a method of measuring surface EMG signals.

### 2.1.1 Location of sensors

We use 3 bipolar electrodes (Fig. 2) to measure surface EMG signals.

In the utterance of Japanese vowels, characteristic emerges in lips neighborhood conspicuously. We show states of mandible bone, lip and angulus oris at the time of the utterance of vowels in Table 1. From Table 1, we estimate suitable locations where sensors can read these utterance states. In this paper, 3 sensors are therefore used to measure surface EMG data at orbicularis oris muscle (1ch), zygomatic muscle (2ch) and depressor angle oris muscle (3ch) (Fig. 3). Orbicularis oris muscle has a role that lips make shrink, and then can generate EMG signals of all vowels. Zygomatic muscle's role is to pull angulus oris to outside of the upper side and then can generate EMG signals of "u" and "o". Depressor angle oris muscle’s role is to pull angulus oris to lower and then can generate EMG signals of "i" and "e".

### 2.2 Data transform

EMG data is processed as described in this part. EMG data is partitioned for every utterance to make three frames. After that, a window function is applied to them. After windowing, FFT (Fast Fourier Transform) is applied to obtain frequency components (Fig. 4).

#### 2.2.1 Decision of data range

After data input, the present system decides the range of EMG data used in the following processing. Voice data is generally divided into 3 sections, a Beginning, a Holding and a Closure sections (Fig. 5).
After this, we extract 4,096 points (1,380 ms) data from 1,024 points before the reference point (Fig. 7).

### 2.2.2 Framing

After extracting data, the present system makes three frames. Data range used consist of 2,048 points and overlap range is 1,024 points (Fig. 8).

### 2.2.3 Windowing

After framing, a window function is applied to extracted data before frequency analysis. The window function is a hamming window (Fig. 9). This window function (W(n)) is expressed in (1), and has characteristics such as a narrower main lobe and lower side lobes than those of a Hanning window.

\[
W(n) = 0.54 - 0.46 \cos \left( \frac{2\pi n}{N-1} \right) \quad (0 \leq n \leq N-1) \quad (1)
\]

### 2.2.4 Frequency Analysis

In this paper, we use FFT for frequency analysis. Generally speaking, the frequency properties of EMG are distributed in the range of 0-500(Hz)\(^5\). Therefore, we use this range's neighborhood data in this paper. We then obtain power spectra as data for feature extraction. Power spectra are shown in equation (2).

\[
|F(t)| = \sqrt{\text{Re}(F(t))^2 + \text{Im}(F(t))^2} \quad (2)
\]

### 2.3 Feature extraction

We use LDA (Linear Discriminant Analysis) for feature extraction and dimensional reduction. LDA is one of methods of supervised learning. Originally, it can train and recognize many kinds of data. However, the system in this paper uses LDA only for feature extraction.
2.4 Recognition

We use SVM (Support Vector Machine) for template generation and recognition. SVM is one of methods of pattern recognition and has a characteristic that maximizes a margin between classes.

3. Experiment 1

3.1 Measurement of surface EMG signal

The subject is a man in twenties in this paper. In experiments, it is assumed that mounting sensors to face, measuring EMG, and demounting them are 1 trial. The subject utters 5 Japanese vowels 3 times (15 data/trial). It doesn’t need actual utterance. The subject maintains the form of his mouth at pronunciation for 4 seconds and repeat each pronunciation 3 times (Table 2). The rest period is then arranged between utterances (Fig. 10).

3.2 Recognition

In these experiments, we measured EMG data 3 times. Then 2 times data (30 data) are used to make templates. The remaining 15 data are used for test. Accuracy evaluation is carried out by cross validation (Fig. 11).

In this paper, LDA reduces data dimension to 4. A kernel function of SVM is a Gaussian one. Parameters of SVM are $C=1$, $\gamma = 0.25$. $C$ means a cost parameter and $\gamma$ is used to determine complexity of decision boundary.

3.3 Experimental result

We call 3 data 1st, 2nd and 3rd in the order that we measured. We then calculate recognition accuracy of each pattern and the average recognition accuracy of them.

As a result, we obtained 62.3% average recognition accuracy (Table 3).

3.4 Consideration

Recognition accuracy of the previous method is 33%. The proposed method improved recognition accuracy to 62.3%. Change of a feature extraction method and change of range at data extraction affected improvement of accuracy.

However, we cannot say that the accuracy is sufficiently high. The previous study using wet type sensors \(^{(3)}\) obtained greater than 90% in accuracy. In comparison with this previous study, recognition accuracy of the proposed method is still bad.

We think the reasons for this phenomenon include the followings. First, in decision of data range, the proposed
Therefore, the use of Beginning-section's data for vowels recognition is not suitable.

Second, the recognition results were maybe affected by intra-subject variations. In order to investigate the influence of intra-subject variations, we changed the value of C and gamma between $10^{-6}$ and $10^6$, parameters of SVM at the highest recognition accuracy were examined. We divide this range equally into 100 on a logarithmic scale and tried all combinations. Table 4 means this experimental result. We can observe that the parameters significantly differ depending on the combination of the learning data. This difference of parameters shows experimental data have different features.

There is another problem concerning sensor types. Dry type sensors are hard to obtain good data like wet type ones. Fig. 12 shows raw EMG data. We can observe there are some noises in EMG data. In addition, noises caused by movement of sensors during measurement adversely affect EMG data. This can be the cause of noises.

In order to solve these problems, a new method of decreasing intra-subject variations and rejecting noise-like signals is necessary.

As next plans, we are going to increase the number of experimental data, change range of data extraction at the data transform and devise methods to decrease noise-like signals.

4. Experiment 2

After the experiment 1, we increased the number of subjects to 3 people. All subjects are men of twenties. Other conditions are the same as the experiment 1.

We changed overlap range at Data-transform part to 512 points, increased data dimension of experimental data from 3,096 to 5,160, and as a preprocessing of SVM, applied standardization that makes 0 mean and variance 1.

4.1 Datasets

This experiment use 135 data (45 data / subject). Then 2 subjects data (90 data) are used to make templates. The remaining subject data (45 data) are used for test (Fig. 13). Accuracy evaluation is carried out by cross validation.

4.2 Experimental result

The subjects are called as A, B and C.

We confirm a difference of the subjects by changing parameters of SVM. We changed the values of C and gamma between $10^{-6}$ and $10^6$, and parameters of SVM at the highest recognition accuracy were examined. We divide this range equally into 100 on a logarithmic scale and tried all combinations. Table 5 shows this experimental result. As a result, the system obtained 48.9%, 40%, 55.6% best accuracy.

Table 2. Measurement condition.

<table>
<thead>
<tr>
<th>Objects to recognize</th>
<th>Japanese 5 Vowels</th>
</tr>
</thead>
<tbody>
<tr>
<td>The subject</td>
<td>A man in twenties</td>
</tr>
<tr>
<td>Number of determinations</td>
<td>3 times(45 data)</td>
</tr>
<tr>
<td>Measurement position</td>
<td>1. orbicularis oris muscle</td>
</tr>
<tr>
<td></td>
<td>2. zygomatic muscle</td>
</tr>
<tr>
<td></td>
<td>3. depressor angle oris muscle</td>
</tr>
<tr>
<td>Sensor</td>
<td>Bipolar dry type</td>
</tr>
<tr>
<td>Measuring equipment</td>
<td>Personal – EMG(7)</td>
</tr>
</tbody>
</table>

(Sampling rate : 3,000 Hz)

Table 3. Result of the Experimentations.

<table>
<thead>
<tr>
<th>Pattern (template/test)</th>
<th>recognition accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st, 2nd / 3rd</td>
<td>53.3%</td>
</tr>
<tr>
<td>1st, 3rd / 2nd</td>
<td>66.7%</td>
</tr>
<tr>
<td>2nd, 3rd / 1st</td>
<td>66.7%</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>62.3%</td>
</tr>
</tbody>
</table>
4.3 Consideration

From this result, we can say this proposed method could not recognize EMG data by a subject using other subject’s data. From parameters of SVM, it is shown the difference between subjects is large. That is to say, to increase accuracy we have to solve problems such as intra-subject variations and a difference between subjects. First, we must review data range of the Data-transform part. This system should use data ranges that do not show more individual characteristics and use/create data with less noise. Figs. 14 to 16 show raw EMG data at the time of pronunciation of “U” for each subject. Looking at these, we can see Fig. 14 has some noise-like signals and cannot distinguish the Holding-section, the Closure-section and the rest period. In addition, the EMG data in Fig. 16 is very small in amplitude and we cannot distinguish which range of data belongs to each section.

5. Conclusion

We proposed a system of vowels recognition using EMG obtained by bipolar dry type sensors. We used 3 dry type sensors and measured EMG signals in lips neighborhood. First, the reference point was determined to separate EMG data, and extracted 4,096 points data from 1,024 points before the reference point. Next, the Hamming window was applied to EMG data. After that, power spectra and phase spectra by FFT were obtained. LDA was applied to those data and reduced data dimension to four. After LDA, processed data were recognized by SVM with a Gaussian function. The subject is a man in twenties. We obtained 15 data (3 data/vowels) by one experiment. We performed it 3 times and obtained 45 data. In the experiment 1, the system used 45 data for template generation and recognition. Then 2 times data (30 data) are used to make templates. The remaining 15 data are used for test. Accuracy evaluation is carried out by cross validation. As a result, we obtained 62.3% average recognition accuracy. In the experiment 2, we increased the number of subjects to 3, and the system used 135 data for template generation and recognition. 90 data (2 subjects) are used for template generation and the remaining 45 data (1 subject’s data) are used for test. In order to investigate a difference between subjects, we calculated best accuracy of each template pattern and compared a difference of parameters of SVM. From these results, it became clear we have to change range of data extraction at the data transform to decrease data difference between subjects and devise methods to decrease noise-like signals and so on.
Fig. 14. EMG data of the subject A when utters vowel "U".

Fig. 15. EMG data of the subject B when utters vowel "U".

Fig. 16. EMG data of the subject C when utters vowel "U".
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