An Improved Element Based Lattice Reduction Algorithm for Large MIMO Detection

Tatsuki Fukuda*, Sota Uchimura*, Kento Fukai, Hua-An Zhao

*National Institute of Technology, Kitakyushu College, 5-20-1 Shii, Kokuraminami-ku, Kitakyushu-city, Fukuoka 802-0985, Japan

*Kumamoto University, 2-39-1 Kurokami, Chuo-ku, Kumamoto-city, Kumamoto 860-8555, Japan

*Corresponding Author: tfukuda@kct.ac.jp

Abstract

The element based lattice reduction (ELR) is a kind of lattice reduction technique, and it is often used with some linear detection method to make orthogonality higher. The original ELR, however, needs a lot of iterations because the termination condition is not established easily due to the rounding function used in it. We propose a new value using a flooring function. We conducted some experiments, and they show that our proposal have almost the same performance of bit error ratio as the original ELR. The experiments also show that ours needs lower iterations than the original, and ours can improved over 40% of the number of iterations under the condition of the number of antennas is 128 and signal-to-noise ratio is 30dB. It means that our proposal is almost the same bit-error-ratio performance with lower complexity than the original.
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1. Introduction

Wireless communication systems employing lots of antennas for both of transmit and receive have attracted many researchers. These systems are called MIMO (Multiple-Input Multiple-Output) wireless communication systems, and can achieve higher date rate and higher reliability communications than SISO (Single-Input Single-Output) which have one transmit antenna and one receive antenna. The more antennas MIMO wireless systems use, the larger gain MIMO systems can obtain (1-3). Recently, a study on the 5-th generation mobile wireless systems (5G) are proceeding, and massive MIMO systems are expected as a technique which meet a requirement for 5G. A massive MIMO system employs hundreds of antennas to aim large capacity communication, so a study on MIMO systems is essential for the growth of communication systems (4,5).

MIMO wireless systems, however, have a problem. That’s a decrease of accuracy of signal detection at receiver due to interference between signals which are transmitted at the same time and on the same frequency. Moreover the noises added into the signals make signal detection difficult. Because of these factors, the signal detection technique for received signals is so important. A detection method which achieve the best accuracy is a ML (Maximum Likelihood), which is not useful because the computational complexity is exponential function of the number of antennas. On the other hand, ZF (Zero Forcing) method, MMSE (Minimum Mean square Error) method, and other linear detection methods have a low computational complex. They, however, cannot obtain the large gain with a lot of antennas because the accuracy is not better than ML. The massive MIMO systems have a lot of antennas, so they are not optimal.

These days, the detection methods using LR (Lattice Reduction) technique are drawing attention. LR reduction can raise the accuracy of linear detection method to the same of ML with a low computational complexity by increasing orthogonality of channel matrix (6). The LLL (Lenstra Lenstra Lovasz) algorithm is one of the LR technique (7), and LLL-aided linear detection can achieve the same diversity as the ML for MIMO systems (8,9,10). ELR (Element based Lattice Reduction) algorithm is another of LR technique, which is often adopted to the massive MIMO systems (11). ELR algorithm transforms the channel matrix into dual lattice, and the orthogonality increase by minimize the diagonal element. In ELR, the end of recursive lattice reduction process is depend on a variable, and a lot of calculations are needed. In
this paper, we propose an improved ELR (IELR) algorithm which can reduce the calculation time, and show that the proposed IELR algorithm is almost the same detection accuracy as the ELR.

2. System Model

We consider a MIMO system with $N_T$ antennas for transmit and $N_R$ for receive. The received signal matrix $\mathbf{y} \in \mathbb{C}^{N_R}$ can be written as $\mathbf{y} = \mathbf{Hx} + \mathbf{n}$, where $\mathbf{x} \in \mathbb{C}^{N_T}$ denotes a transmitted signal vector whose elements are generated as M-QAM symbols. $\mathbf{H} \in \mathbb{C}^{N_R \times N_T}$ denotes a channel matrix whose entries are independent, identically distributed complex Gaussian random variables with variance 0.5 in each dimension, $\mathbf{n} \in \mathbb{C}^{N_R}$ denotes a noise vector.

3. ELR Algorithm

The ELR algorithm is a LR technique for massive MIMO systems, and it can find the reduced lattice from pairwise error ratio. The input of ELR is $\mathbf{C}$ which is a scaled covariance matrix of the noise after equalization and $\mathbf{C} = (\mathbf{H}^H \mathbf{H})^{-1}$ where $\mathbf{H}^H$ is the Hermitian of $\mathbf{H}$. The output of ELR is a unimodular matrix $\mathbf{T}$ which satisfies with the equation $\bar{\mathbf{H}} = \mathbf{HT}$, where $\bar{\mathbf{H}}$ has more orthogonality than $\mathbf{H}$ and has the same lattice as $\mathbf{H}$. The entries of $\mathbf{T}$ and $\mathbf{T}^{-1}$ are Gaussian integer, and the determinant of $\mathbf{T}$ is $\pm 1$ or $\pm j$.

First, ELR choose a pair of indices $(i,k)$ and calculate $\lambda_{i,k} \in \mathbb{Z}[j]$, where $\mathbb{Z}[j]$ denotes the Gaussian integer ring whose elements have a form $\mathbb{Z} + j\mathbb{Z}$, and then update the $k$-th column of matrix $\mathbf{T}' = (\mathbf{T}^{-1})^H$ as,

$$t_k' \leftarrow t_k' + \lambda_{i,k} t_i,$$

where $t_k'$ is the $i$-th column of $\mathbf{T}'$. Also $k$-th column and $k$-th row of $\bar{\mathbf{C}} = (\mathbf{H}^H \bar{\mathbf{H}})^{-1}$, which are named $\bar{c}_k$ and $\bar{c}^{(k)}$, respectively, are updated as follows,

$$\bar{c}_k \leftarrow \bar{c}_k + \lambda_{i,k} \bar{c}_i,$$

$$\bar{c}^{(k)} \leftarrow \bar{c}^{(k)} + \lambda_{i,k} \bar{c}^{(i)},$$

where superscript * denotes the conjugate. Thus, the $H$ is updated as follows,

$$\bar{h}_k \leftarrow \bar{h}_k - \lambda_{i,k} \bar{h}_i,$$

where $\bar{h}_k$ is the $i$-th column of $\bar{H}$. Now, the $(k,k)$-th entry of $\bar{C}$ is updated as

$$\bar{c}_{k,k} \leftarrow \bar{c}_{k,k} + [\lambda_{i,k}]^2 \bar{c}_{i,i} + \lambda_{i,k} \bar{c}_{i,k} + \lambda_{i,k} \bar{c}_{k,i}.$$

4. Improvement of ELR Algorithm

The PEP (Pair-wise Error Probability) can be calculated with $\bar{C}$. For example, the PEP of ZF using LR is calculated as follows.

$$P(\bar{z}_i \rightarrow \bar{z}_i | \mathbf{H}) = A \left( \frac{e_{z_i}^2}{2\sigma_w^2 \bar{C}_{i,i}} \right)^{1/2}$$

where $\bar{z}_i, \bar{z}_i, e_{z_i}, \sigma_w^2$ denote transmitted symbol, received symbol, difference of them, noise power, respectively, and $A(\lambda) = (2\pi)^{-1/2} \int_{-\lambda}^{\lambda} \exp(-t^2/2)dt$. As you see, PEP decrease when $\bar{C}_{i,i}$ is decrease. ELR try to minimize $\bar{C}$ in order to minimize PEP, but PEP is influenced by $e_{z_i}$ and $\sigma_w^2$. It means that PEP becomes small enough

$$\Delta_{i,k} = -|\lambda_{i,k}|^2 \bar{c}_{i,i} - \lambda_{i,k} \bar{c}_{i,k} - \lambda_{i,k} \bar{c}_{k,i}$$

Note that the diagonal elements except for $\bar{c}_{k,k}$ is not updated. $\bar{c}_{k,k}$ is minimized when the following formula is established

$$\lambda_{i,k} = - \left[ \frac{\bar{c}_{i,k}}{\bar{c}_{k,k}} \right]$$

where $[-]$ denotes a rounding function, ELR algorithm finish the process when all $\lambda_{i,k} = 0$, and a unimodular matrix $\mathbf{T}$ is obtained. ELR algorithm is shown in Algorithm 1.

**Algorithm 1: ELR**

**Input:** $\mathbf{H}$

**Output:** $\bar{H}, \mathbf{T}$

1: $\mathbf{C} = (\mathbf{H}^H \mathbf{H})^{-1}, \mathbf{T}' = I_N$
2: while true do
3: $\lambda_{i,k} \leftarrow \left[ \frac{\bar{c}_{i,k}}{\bar{c}_{k,k}} \right]$
4: if all $\lambda_{i,k} = 0, \forall i \neq k$, goto(11)
5: Find the largest reducible $\bar{c}_{k,k}$
6: Choose $i = \arg \max_{i=1,\ldots,N} \lambda_{i,k}$
7: $t_k' \leftarrow t_k' + \lambda_{i,k} t_i$
8: $\bar{c}_k \leftarrow \bar{c}_k + \lambda_{i,k} \bar{c}_i$
9: $\bar{c}^{(k)} \leftarrow \bar{c}^{(k)} + \lambda_{i,k} \bar{c}^{(i)}$
10: $\bar{C} = (\mathbf{T}^{-1})^H, \bar{H} = \mathbf{HT}$
end while

11: $\mathbf{T} = (\mathbf{T}^{-1})^H, \bar{H} = \mathbf{HT}$

**4. Improvement of ELR Algorithm**

The PEP (Pair-wise Error Probability) can be calculated with $\bar{C}$. For example, the PEP of ZF using LR is calculated as follows.

$$P(\bar{z}_i \rightarrow \bar{z}_i | \mathbf{H}) = A \left( \frac{e_{z_i}^2}{2\sigma_w^2 \bar{C}_{i,i}} \right)^{1/2}$$

where $\bar{z}_i, \bar{z}_i, e_{z_i}, \sigma_w^2$ denote transmitted symbol, received symbol, difference of them, noise power, respectively, and $A(\lambda) = (2\pi)^{-1/2} \int_{-\lambda}^{\lambda} \exp(-t^2/2)dt$. As you see, PEP decrease when $\bar{C}_{i,i}$ is decrease. ELR try to minimize $\bar{C}$ in order to minimize PEP, but PEP is influenced by $e_{z_i}$ and $\sigma_w^2$. It means that PEP becomes small enough
while $\tilde{C}$ is not minimized. The number of iterations in conventional ELR algorithm is too large to obtain the enough detection performance. That’s because the orthogonality is improved even if not all $\lambda_{i,k}$ become zero. Our idea to improve ELR is termination conditions of process, which is “not all $\lambda_{i,k}$ for any $i \neq k$ become zero, but all $\lambda_{i,k}$ become almost zero.”

We propose the new equation to calculate $\lambda_{i,k}$ as follows,

$$\lambda_{i,k} = -\text{Floor} \left[ \frac{\tilde{C}_{i,k}}{\tilde{C}_{\text{li}}} \right], \quad (8)$$

where $\text{Floor}[\cdot]$ denotes a floor function. With this equation, the $\lambda_{i,k}$ become zero faster, so the number of iterations decrease. BER (Bit Error Ratio), however, decrease if the initial orthogonality is low, so we use both of Equation (6) and (8) depend on a threshold $\alpha$ as follows.

$$\lambda_{i,k} = \begin{cases} -\text{Floor} \left[ \frac{\tilde{C}_{i,k}}{\tilde{C}_{\text{li}}} \right] & (\tilde{C}_{i,k} > \alpha) \\ 
-\text{Floor} \left[ \frac{\tilde{C}_{i,k}}{\tilde{C}_{\text{li}}} \right] & (\tilde{C}_{i,k} \leq \alpha) \end{cases}, \quad (9)$$

5. Threshold for IELR

To reduce the number of iterations with keeping BER performance, we should use $\lambda_{i,k}$ with rounding function in case of low orthogonality, and $\lambda_{i,k}$ with flooring function in the other case. In Massive MIMO systems, the detection performance will be influenced by noise, which is more than MIMO, due to fading. We assume that minimum orthogonality can be kept if the PEP represented as Equation (7) is smaller than $10^{-4}$. PEP via $x = \frac{|e_{z_i}|^2}{2\sigma^2_\omega \tilde{C}_{\text{li}}}$ is shown in Table 1. PEP is about $10^{-4}$ when $x = 3.7$. It means that PEP is smaller than $10^{-4}$ when $x$ is larger than 3.7, so we can obtain the condition of $\tilde{C}_{\text{li}}$ as follows.

$$\tilde{C}_{\text{li}} < \frac{|e_{z_i}|^2}{27.38\sigma^2_\omega} \quad (10)$$

Table 1. Pair-wise Error Probability of ELR-ZF.

<table>
<thead>
<tr>
<th>$x$</th>
<th>PEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.59 \times 10^{-1}$</td>
</tr>
<tr>
<td>2</td>
<td>$2.28 \times 10^{-2}$</td>
</tr>
<tr>
<td>3</td>
<td>$3.10 \times 10^{-3}$</td>
</tr>
<tr>
<td>4</td>
<td>$3.17 \times 10^{-5}$</td>
</tr>
<tr>
<td>5</td>
<td>$2.87 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

Now, from constellation of QAM, we assume that the detector’s performance is good if $|e_{z_i}| < \sqrt{2}$ and that the number of antennas and modulation is 128 and 64QAM, respectively. The $\sigma^2_\omega = 0.1450$ when the target SNR is $30$dB. Thus, we obtained the following condition,

$$\tilde{C}_{\text{li}} < 0.5 \quad (11)$$

So, we use 0.5 as threshold $\alpha$. Our proposed IELR algorithm is shown in Algorithm 2.

**Algorithm 2: Improved ELR**

<table>
<thead>
<tr>
<th>Input: $H$</th>
<th>Output: $H, T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $C = (H^*_H)^{-1}, T' = I_N$</td>
<td>2: while true do</td>
</tr>
<tr>
<td>3: Find the largest reducible $\tilde{C}_{k,k}$</td>
<td>4: if $\tilde{C}_{k,k} &gt; \alpha$ then</td>
</tr>
<tr>
<td>5: $\lambda_{i,k} \leftarrow -\left[ \frac{\tilde{C}<em>{i,k}}{\tilde{C}</em>{\text{li}}} \right]$</td>
<td>6: else</td>
</tr>
<tr>
<td>7: $\lambda_{i,k} \leftarrow -\text{Floor} \left[ \frac{\tilde{C}<em>{i,k}}{\tilde{C}</em>{\text{li}}} \right]$</td>
<td>8: end if</td>
</tr>
<tr>
<td>9: if all $\lambda_{i,k} = 0, \forall i \neq k$</td>
<td>10: goto (19)</td>
</tr>
<tr>
<td>11: else if $\lambda_{i,k} = 0, \forall i \neq k$</td>
<td>12: goto (3)</td>
</tr>
<tr>
<td>13: end if</td>
<td>14: Choose $i = \arg \max_{1 \leq i \leq k} \Delta_{i,k}$</td>
</tr>
<tr>
<td>15: $\tilde{t}_k' \leftarrow \tilde{t}<em>k' + \lambda</em>{i,k} \tilde{t}_i$</td>
<td>16: $\tilde{e}_k \leftarrow \tilde{e}<em>k + \lambda</em>{i,k} \tilde{e}_i$</td>
</tr>
<tr>
<td>17: $\tilde{C}^{(k)} \leftarrow \tilde{C}^{(k)} + \lambda_{i,k} \tilde{C}^{(k)}$</td>
<td>18: end while</td>
</tr>
<tr>
<td>19: $T = (T'^{-1})^H, \tilde{H} = HT$</td>
<td></td>
</tr>
</tbody>
</table>

6. Threshold for IELR

We conducted some experiments with MATLAB R2012b to verify the superiority of our improvement. We assume that the modulation in transmitter is 64 QAM, the channel is adaptive white Gaussian noise, and the receiver has channel information.

6.1 BER Performance via SNR

The BER performances of LLL, original ELR, and ours (IELR) are shown in Fig. 1 to Fig. 4. The horizontal axis represents the SNR (Signal-to-Noise Ratio) and the vertical
axis represents BER (Bit Error Ratio). The assumption for the number of antennas and detection method are shown in Table 2. As you see, the BER performances of ELR and IELR are almost the same though the number of antennas and detection method are different.

6.2 BER Performance via The Number of Antennas

The BER performances of LLL, ELR, and IELR are shown in Fig. 5 and Fig. 6, all of them are in a condition that SNR is 30dB. ZF method is used for the simulation in Fig. 5 and MMSE method is used for the other. As you see from Fig. 5 and Fig. 6, the BER performance of ELR and IELR are almost the same, and they are superior to the BER of LLL.

6.3 The Number of Iterations in The Original ELR Algorithm

The number of iterations in the original ELR algorithm and ours are shown in Fig. 7. It shows the average number of iterations needed in LLL, ELR, and ours via the number of antennas. ELR needs the less iterations than LLL, and ours needs the least number of iterations in them. Moreover, as the number of antennas becomes large, the tendency becomes stronger.

The improvement ratios are shown in Table 3. IELR achieved about 20% improvement compared with ELR when the number of antennas is 30, and the improvement ratio is over 40% when the number of antennas is 128.

These results mean that IELR needs a lower iterations than ELR even though IELR and ELR are almost the same BER performances.

<table>
<thead>
<tr>
<th>Fig.</th>
<th>TX antennas</th>
<th>RX antennas</th>
<th>Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>16</td>
<td>ZF</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td>64</td>
<td>ZF</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>16</td>
<td>MMSE</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>64</td>
<td>MMSE</td>
</tr>
</tbody>
</table>
7. Conclusions

The LR technique can obtain the diversity as high as the MLD method, but LR needs the low complexity than MLD. The ELR is one of LR, and the value of $\lambda_{i,k}$ which is used to update entries of some Matrixes in ELR algorithm. The number of iteration in ELR is big because the algorithm keeps calculation until all of $\lambda_{i,k}$ become zero for any $i$ except for $k$. We propose the new equation to calculate $\lambda_{i,k}$. The proposed $\lambda_{i,k}$ is consist of flooring function, and it can get to be zero easily compared to the original which is consist of rounding function. The orthogonality, however, becomes lower with our proposed value, but it doesn’t matter because the orthogonality is enough to decrease PEP. We conducted three kinds of experiments. The first and the second experiments show that IELR ELR are superior to LLL in a view of BER and that IELR and ELR have almost the same BER performances. On the other hand, the third experiments shows that IELR needs a smaller number of iterations than ELR. Thus, it is cleared that our proposal can improve the original ELR.
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