An improved differential evolution algorithm to parameters estimation of Volterra digital systems
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Abstract

This paper will present a new parameter estimation method for Volterra digital systems by an improved differential evolution (DE) algorithm. The DE algorithm has been proven to be an efficient means to solve a variety of engineering optimization problems. To further enhance the searching capacity, the chaotic random number produced by the logistic map system is incorporated into the algorithm to replace the mutation constant factor. Based on the improved DE algorithm, the parameter estimation design problem for the Volterra digital systems is considered and solved. Some simulation results will reveal that the proposed design method can exactly solve for all the system parameters.
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1. Introduction

Volterra digital system is one of nonlinear digital systems and basically it is an extended version of the nonrecursive digital filter (or called the finite impulse response (FIR) filter). The new output of Volterra digital system is influenced by the present and past input signals and their cross-product terms, not influenced by the past output signals. In recent years, a number of researches concerned with Volterra digital systems have been reported[1-5]. In [1], the authors presented an efficient nonparametric time domain nonlinear system identification method based on truncated Volterra series models. In [3], the pipelined second-order adaptive Volterra filter was extended into the high order version, and the pipelined adaptive Volterra set-membership algorithm was proposed to reduce the computational complexity. Simulations verify the performance of the proposed algorithms under Gaussian noise and impulsive noise environments. Moreover, the authors developed a Volterra series approximation approach using the adaptive filter concept for nonlinear identification of multi-degree of freedom systems[6]. The effectiveness of the proposed scheme was confirmed by testing some systems.

The design scheme for solving the parameter estimation problem of Volterra digital system here is the differential evolution (DE) algorithm which has been proven to be an effective and powerful means to various optimization problems, for instances, network traffic forecasting[6], congestion management[7], exergoeconomic analysis and optimization of a cogeneration system[8], workload prediction in cloud[9], and community detection[10]. In our previous work[11], the classical DE algorithm was used to successfully solve for parameter estimation of bilinear digital filters. Like those of genetic algorithm, the DE is composed of three evolutionary operations including mutation, crossover, and selection to achieve the optimization purpose. Also, the DE is a population-based algorithm with multiple direction searching. In this study, an improved DE algorithm with chaotic random numbers is utilized to enhance the searching ability. The chaotic system to generate a series of random numbers is the logistic map which is a very simple system with one control parameter[12]. The remainder of this paper can be summarized as follows. Section 2 will give some descriptions of Volterra digital systems. In Section 3, the improved DE algorithm with chaotic random numbers is introduced in detail, and the pipelined logistic map chaotic system is
clearly described as well. In Section 4, based on the proposed method, the parameter estimation problem of Volterra digital system is illustrated. Some simulation results are further given to verify the feasibility of the proposed method. Finally, Section 5 will address a simple conclusion and the future possible work.

2. Volterra digital systems

The architecture of the digital filter can be generally divided into two main categories: the finite impulse response (FIR) filter and the infinite impulse response (IIR) filter. The new output of FIR filter is generated by the present and past input signals, and the IIR output is also influenced by the past output signals besides the present and past input signals. In general, the FIR digital filter can be described by the following difference equation

\[ y[n] = \sum_{k=0}^{M} h[k]x[n-k] \]

where \( x \) and \( y \) represent the input and output signals, respectively, \( h \) denotes the system parameter of the digital filter, \( M \) is then the number of past input signals required. In this study, we will focus on the parameter estimation of the Volterra digital system that is basically an extended version of FIR structure. Eq. (2) shows its dynamical difference equation

\[ y[n] = h[0] + \sum_{k=1}^{M} h[k]x[n-k+1] + \sum_{k_1=0, k_2=0}^{M-1, M-1} h[k_1, k_2]x[n-k_1]x[n-k_2] \]

where \( h[k_1, k_2] \) means the second-order system parameter to reflect the quadratic properties of such the digital system. It is expected that all the system parameters, \( h[k] \) and \( h[k_1, k_2] \), involved in the Volterra digital system can be exactly estimated and identified by the proposed design method. In order to introduce the DE algorithm into the parameter estimation of Volterra digital filter, we further rewrite Eq. (2) to be a new vector form as follows

\[ y[n] = \Theta^T X^\top, \]

where \( X \) is the vector of collecting the present, past, and their cross-product terms as

\[ X = [1, x[n], \ldots, x[n-M+1], x^2[n]], \]

and \( \Theta \) is a collection of all the system parameters given by

\[ \Theta = [\theta_1, \theta_2, \ldots, \theta_L] \]

\[ = [h[0], h[1], \ldots, h[M], h[0, 0], h[0, 1], \ldots, h[M-1, M-1]] \]

where the subscript \( L \) then represents the number of system parameters estimated. The parameter vector of Eq. (5) will be utilized in the DE algorithm. Many such vectors further form a population of the algorithm, and some evolving mechanisms are performed on this population in order to obtain better offspring.

3. Modified DE algorithm with chaotic random numbers

In this study, we attempt to use the modified DE algorithm to identify the system parameters of the Volterra digital filter. Different from the general DE, in the proposed version the mutation constant factor used in the algorithm is replaced by a series of chaotic random numbers that is produced by the logistic map chaotic system. The general DE contains three evolutionary mechanisms: mutation, crossover, and selection to achieve the optimization. Before introducing the detailed algorithm, a cost function for evaluating the performance of parameter vector should be defined in advance, and here it is given by Eq. (6)

\[ CF = \sum_{n=0}^{N} e^2[n] = \sum_{n=0}^{N} [y[n] - \hat{y}[n]]^2, \]

where \( N \) is the sampling number assigned by the designer and \( e \) is the error signal between the actual output \( y \) and the model output \( \hat{y} \). To solve the parameter estimation problem, it is a better parameter vector if its corresponding cost function is fewer. The following is the detailed description for the DE algorithm(5).
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\begin{itemize}
  \item **Mutation operation**
  The mutation operation is to generate a new mutated vector \( V = [v_1, v_2, \ldots, v_L] \) according to Eq. (7)

  \[ V = \Theta_a + F(\Theta_b - \Theta_c), \]  \hspace{1cm} (7)

  where \( \Theta_a, \Theta_b, \) and \( \Theta_c \) are three different parameter vectors randomly selected from the population and \( F \) is a mutation constant factor that controls the amplification of the differential variation \( \Theta_b - \Theta_c \), it is a constant value in the general DE algorithm. It is clearly seen from Eq. (7) that the mutated vector \( V \) is a combination of mutating parameters \( \Theta_a, \Theta_b, \) and \( \Theta_c \). In this paper, the chaotic random number is employed to substitute for the fixed mutation factor. To generate a sequence of chaotic random numbers, a logistic map system is adopted and its dynamic equation is simply expressed by \([12]\)

  \[ y[n] = \mu y[n-1] (1 - y[n-1]), \]  \hspace{1cm} (8)

  where \( 0 \leq \mu \leq 4 \) is the system control parameter. Eq. (8) will display chaotic dynamics when \( \mu = 4 \) and \( y[0] \in [0, 0.25, 0.5, 0.75, 1] \), and the output \( y[n] \) is distributed in the interval \((0, 1)\) provided that the initial value \( y[0] \in (0, 1) \). Fig. 1 shows a sequence of chaotic random numbers when \( \mu = 4 \) and \( y[0] = 0.3 \). This chaotic sequence is employed to replace the fixed mutation constant in the following simulation.

  \begin{figure}[h]
  \centering
  \includegraphics[width=0.5\textwidth]{logistic_map.png}
  \caption{Output of logistic map system with \( \mu = 4 \) and \( y[0] = 0.3 \).}
  \end{figure}

  \item **Crossover operation**
  This mutated vector \( V \) further cross with a target vector \( \Theta = [\theta_1, \theta_2, \ldots, \theta_L] \) in the crossover operation. It means that some elements between the mutated vector \( V \) and the target vector \( \Theta \) are interchanged in order to obtain another new parameter vector called the trial vector. To perform the crossover, a new random vector \([r_1, r_2, \ldots, r_L]\) is generated, where \( r_i \), for \( i = 1, 2, \ldots, L \), is a uniformly random number chosen from the interval \([0, 1]\). In addition, based on this new random vector another binary vector \([p_1, p_2, \ldots, p_L]\) is derived according to Eq. (9)

  \[ p_i = \begin{cases} 
  1, & \text{if } r_i < CR \\
  0, & \text{otherwise} \end{cases} \quad \text{for } i = 1, 2, \ldots, L, \]  \hspace{1cm} (9)

  where \( CR \in [0, 1] \) is the crossover rate and here it is given by 0.5. Subsequently, the trial vector \( W = [w_1, w_2, \ldots, w_L] \) is obtained via the binary vector as Eq. (10)

  \[ w_i = \begin{cases} 
  \theta_i, & \text{if } p_i = 1 \\
  v_i, & \text{if } p_i = 0 \end{cases} \quad \text{for } i = 1, 2, \ldots, L. \]  \hspace{1cm} (10)

  Eq. (10) reveals that the trial vector \( W \) is a full crossover result from both \( V \) and \( \Theta \).

  \item **Selection operation**
  The selection operation is a simple mechanism to decide which vector survivals based on their evaluated cost functions. That is, if \( CF(W) < CF(\Theta) \), it means that the trial vector \( W \) is superior to the target vector \( \Theta \), this trial vector remains and replace the target vector. Conversely, the target vector survivals and remove the trial vector in the population. This achieves the selection operation.

  It is called a generation or an iteration of the algorithm after executing the above three DE operations once. In this study, if the allowable maximum number of iterations is achieved, the proposed algorithm to solve for parameter estimation problem is terminated. The system block diagram can be schematically depicted in Fig. 2.
\end{itemize}
This section will show some simulation results for the parameter estimation of Volterra digital system by the developed scheme. The Volterra digital system which is going to be estimated is expressed by Eq. (11)

\[ y[n] = \theta_1 x[n-1] + \theta_2 x[n-2] + \theta_3 x[n-3] + \theta_4 x^2[n] + \theta_5 x[n-2] x[n-3], \]

(11)

where the unknown system parameters are assumed to be \( \theta_1 = -1.45 \), \( \theta_2 = 0.52 \), \( \theta_3 = 0.87 \), \( \theta_4 = -1.55 \), \( \theta_5 = 0.79 \), and \( \theta_6 = 1.08 \), respectively. In the following simulations, the allowable maximum number of iterations and the population size utilized in the algorithm are set to be 200 and 30, and the initial parameter vector is produced from the interval \([-1,1]\) randomly. Besides, the input signal \( x[n] \) in Fig. 2 for stimulating both the Volterra digital system and digital model is also randomly generated from \([-1,1]\) for \( 0 \leq n \leq 100 \). After executing the proposed design scheme, some simulation results are obtained. Fig. 3 displays the convergence trajectory of the cost function with respect to the number of iterations during the evolution. The curve almost approximates to zero after performing 50 iterations of the algorithm. In addition, the trajectories of all the estimated system parameters are shown in Fig. 4 with different colors. It is easily seen from Fig. 4 that all the system parameters can be correctly estimated. Corresponding to Fig. 3, these trajectories already approach to correct values after 50 iterations. All simulation results sufficiently prove the effectiveness of the proposed design scheme based on the modified DE algorithm with chaotic random numbers.

**4. Some simulation results**

![Fig. 2. The proposed system block diagram.](image)

![Fig. 3. Convergence trajectory of the cost function.](image)

![Fig. 4. Convergence trajectories of all the estimated system parameters.](image)

**5. Conclusion and future work**

This paper has successfully presented a new design scheme for the parameter estimation of Volterra digital system. The modified DE algorithm where the chaotic random number is introduced to take place of the fixed mutation constant factor is employed to solve for this estimation problem. A series of chaotic random numbers is produced from the logistic map system. As can be seen from all of simulation results, the proposed method can accurately estimate all the system parameters of Volterra digital filter. In the future work, we will apply the developed method into the control system design.
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