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Abstract

This paper proposed a reversible multiple layer data hiding to improve the method proposed by Arham et al. using the relevance of pixels to modify the block size and change the scan mode to enhance image embedded capacity. The experimental results shows that the smaller the block, the lower the amount of hidden information, the larger the block, and the higher the hidden amount. This paper suggests appropriate block size for hiding according to the purpose of use, so as to achieve the best performance.

Keywords: Reversible Data Hiding; Difference expansion; Multi-layer embedding.

1. Introduction

High-speed communication networks enable simple and fast online information sharing modes at high data rates. However, the channel for data sharing is not secure. Data hiding technology gives a good way to protect data as it gives a channel to hide information in a host (cover) media without destroying its original value. Reversible data hiding (RDH) in images attracts more and more researchers' attentions. RDH in images aims at embedding imperceptible confidential data in images and allows recipients to extract hidden information and completely recover images. As a result, RDH is widely utilized in the areas of medical, military and law fields where the restored images containing sensitive information can further be used in other important aspects.

Many RDH methods have been proposed so far. The concept of differential expansion was first proposed by Tian in 2003(1) and the differential expansion (DE) RDH method uses the nature of the similarity between adjacent pixels in an image, selects every two adjacent pixels as a group, calculates the difference value and the mean value, and when hiding confidential information, it can be divided into two kinds situation, expandable or changeable. In order to discriminate between the two situations, the extract information is recorded using a location map. However, the location map will reduce the pure payload of camouflage images. Many scholars later proposed different methods of improvement.

Alatter et al.(2) calculated the prediction error value of an image pixel by using a weighted average of four adjacent pixels. Liu et al.(3) designed a function that reduces the difference expansion between the to-be-embedded adjacent pixels such that the image can alleviate the problem of large distortion caused by pixel difference expansion. In 2009, Hu et al.(4) proposed the Improved Reduced Difference Expansion (IRDE) method and they changed the embedding step by using an improved logarithm transformation function to reduce the distortion by difference expansion further more.

In 2010, Wang et al. proposed an efficient reversible generalized integer transform hiding method(5). This method improves the methods of Tian scholars. This method takes n pixels as a unit of embedded messages, each pixel unit can embed secret information of (n-1) bits, and a threshold is predetermined. This threshold is used to adjust image quality and embedding capacity. If the value of threshold is large, the amount of hiding is larger, but the image quality is lower. On the other hand, if the value of threshold is small, the image quality is high, but the amount of hidden information is small. Compared with Tian's DE method, the method proposed by Wang et al. can improve image quality.

In 2016, Qiu et al. proposed a self-adjusting method(6) which improves the reversible generalized integer transform hiding method. A group of n pixels is used as an embedded unit, and each pixel unit can embed m×(n-1) bit secret information, and according to the smoothness of the block,
the self-adjusted adjustment adjusts how much information is hidden, thereby improving the quality of the camouflaged image. And this method has a higher embedded capacity than that of Wang et al’s method.

In 2017, Arham et al.\textsuperscript{[7]} combined the methods of quad_DE and IRDE, to improve image quality and embedding capacity. Using the recursive embedding method\textsuperscript{[2]} proposed by Alattar can alleviate the problem of large distortion caused by embedded multi-layer images.

This paper will further improve recursive embedding method by altering the image size and the scanning strategy to enhance embedding capacity and image quality.

2. Related Works

The basic idea of the improved reduced difference expansion (IRDE) hiding method is proposed by Hu et al.\textsuperscript{[6]}. The IRDE method calculates the difference value \( d \) and the mean value \( \mu \) between two neighboring pixels \( x \) and \( y \). That is \( d = x - y \), \( \mu = (x + y)/2 \), \( x = \mu + d/2 + \text{LSB}(d) \), and \( y = \mu - d/2 \). Here divide(\()\) is integer divide; for example, \( x/y \) means floor(\( x/y \)). For example, the difference value and the mean value between a pair of pixels (110, 95) are \( d = 110 - 95 = 15 \) and \( \mu = (110 + 95)/2 = 102.5 \), respectively. In this manner, \( x = 102 + 7 = 110 \) and \( y = 102 - 7 = 95 \).

Before data embedding, IRDE method separates the difference value between the pair of pixels \( x \) and \( y \) as following two classes as Equation (1) such that the difference expansion of IRDE is smaller when the original difference falls within the interval \( 3 \times 2^{n-1} \leq d \leq 4 \times 2^{n-1} - 1 \) with the location map information recorded as \( LM = 1 \); otherwise, \( LM = 0 \) when the original difference is within the interval \( 2 \times 2^{n-1} \leq d \leq 3 \times 2^{n-1} - 1 \) where \( n = \lfloor \log_2 d \rfloor \) that present how many number bits of secret data can be hidden in the difference values.

\[
d' = \begin{cases} 
  d - 2^{\lfloor \log_2 d \rfloor - 1} , & \text{if } 2 \times 2^{n-1} \leq d \leq 3 \times 2^{n-1} - 1 \\
  d - 2^{\lfloor \log_2 d \rfloor} , & \text{if } 3 \times 2^{n-1} \leq d \leq 4 \times 2^{n-1} - 1 
\end{cases}
\]

(1)

Two steps of the embedding procedure are as follows. The first step: \( d'' = d' \times 2 + 1 \) secret bit (b). The second step: \( x' = \mu + d''/2 + \text{LSB}(d'') \) and \( y' = \mu - d''/2 \).

In the extraction procedure, the location map is used to extract the hidden data. First step calculates the mean value \( \mu = (x' + y')/2 \). Next step calculates the difference value \( d'' = x' - y' \). Third step extract the secret data bit by \( b = \text{LSB}(d'') \). The difference value \( d \) can be restored by the Equation (2). Finally, two pixels can be restored to their original values as \( x = \mu + d/2 + \text{LSB}(d) \) and \( y = \mu - d/2 \).

\[
d = \begin{cases} 
  d' + 2^{\lfloor \log_2 d' \rfloor - 1} , & \text{if } LM = 1 \\
  d' + 2^{\lfloor \log_2 d' \rfloor} , & \text{if } LM = 0 
\end{cases}
\]

(2)

Arham et al.\textsuperscript{[7]} proposed data hiding scheme based on difference expansion of quad by combining the data hiding methods proposed by Alattar et al.\textsuperscript{[1]} and Hu et al.\textsuperscript{[4]}. This method can not only increase the maximum embedding capacity of a quad-tuple of pixels, but also reduce image distortion caused by differential expansion and achieve recoverability by referring to certain pixel values in a quadrilateral.

In each layer hiding process, the method of Arham et al.\textsuperscript{[7]} divides an image into non-overlapping block of four pixels and let the pixels in the upper left corner be used as the reference point for the first layer of data hiding, and then the reference points for the data hiding in the second layer, the third layer and the fourth layer will be the pixels at upper right corner, the lower left corner, and the lower right corner. The purpose of turning unused pixels as reference points when each layer of data is hidden is to avoid that the amount of pixel changes caused by pixel expansion can be dispersed to each pixel, so that image distortion can be prevented from being concentrated on some pixels. Firstly, the method of Arham et al.\textsuperscript{[7]} separates the original image \( I \) into non-overlapping \( 2 \times 2 \) quads, and use the left upper pixel \( p_i \) of a quad as the reference point and represent the quad in a one-dimensional vector \( P = (p_1, p_2, p_3, p_4) \). Secondly, it calculates the differences between pixels \( (p_{i+1}, p_i) \) of which \( i = 1, 2, \) and \( 3 \), and produces the vector of differences \( D = (d_1, d_2, d_3) \). Then the IRDE method is adopted to reduce the difference values between \( d_i \) and \( d_i + 1 \) in order to avoid image distortion and preserve image quality.

3. The Proposed Scheme

We present an improved method of the method proposed by Arham et al.\textsuperscript{[7]}, wherein the block size was changed to \( m \times n \) so that the embedding capacity of a block was increased from 3 bits to \((m \times n - 1)\) bits. Let \( P = (p_1, p_2, p_3, \ldots, p_{mn}) \) be the original image block. We design the scanning strategy as the search order shown in the Fig. 1. According the scanning strategy, the ordered vector of block pixels is represented as
\( P_{\sigma} = (p_{\sigma(1)}, p_{\sigma(2)}, p_{\sigma(3)}, \ldots, p_{\sigma(w\times h)}) \). The scanning strategy adopts image correlation for arranging the pixel vector such that the reordered adjacent pixels are associated with higher similarities.

Afterwards, the IRDE is applied to distortion and improve image quality. The scanning strategy with multi-layer recursive embedding makes each layer use a different position as a reference point, so that it can effectively control image distortion after the image is hidden behind multiple layers. Furthermore, the pixel value overflow/underflow problem can also be effectively controlled.

Here, for the sake of understanding, we give an example to illustrate its basic procedure of difference expansion. The details of data embedding/extraction phases are as follows. Assume the original image block with size of 2×3 as shown in Fig. 1.

![Fig. 1. A cover image block/ A stego image block](image)
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Fig.1. A cover image block/ A stego image block before/after data embedding.

According to the scanning strategy as the search order shown in the left-upper corner of Fig. 2(c), the ordered vector of block pixels is represented as \( P_{\sigma} = (p_{\sigma(1)}, p_{\sigma(2)}, p_{\sigma(3)}, \ldots, p_{\sigma(w\times h)}) \). That is the block of ordered pixels with scanning strategy is \( P_{\sigma} = (p_{\sigma(1)}, p_{\sigma(2)}, p_{\sigma(3)}, p_{\sigma(4)}, p_{\sigma(5)}, p_{\sigma(6)}) = (92, 96, 98, 120, 110, 95) \). Calculate the differences between each adjacent pixels \( p_{\sigma(i)} \) and \( p_{\sigma(i-1)} \) and obtain the difference vector \( D = (d_{\sigma(1)}, d_{\sigma(2)}, d_{\sigma(3)}, \ldots, d_{\sigma(w\times h)-1}) \). In this case, \( D = (d_{\sigma(1)}, d_{\sigma(2)}, d_{\sigma(3)}, d_{\sigma(4)}, d_{\sigma(5)}) = (4, 2, 22, 10, 15) \). Next calculate \( n = \text{floor} \left( \frac{\log_2 d_{\sigma(i)}}{2} \right) \) that present how many number bits of secret data can be hidden in the difference values. So theses \( n_i \)'s are (2, 1, 4, 3, 3). Apply Equation (1) to calculate the reduced differences as \( D'' = (2, 1, 14, 6, 7) \). And record the extra information for image restoration. \( LM = (0, 0, 0, 0, 0, 1) \). Assume the to-be-hidden message is (0, 1, 1, 1, 1). The embedding steps of IRDE include expanding the new difference values, embedding one secret bit as LSB substitution and retuning the ordered pixel vector by \( q^{(i)} = q^{(i)} + \text{floor} \left( \frac{d_{\sigma(i)}}{2} \right) \). Where \( q^{(i)} = q^{(i)} + d_{\sigma(i)} \) is the reference point that remains unchanged before/after data embedding. \( Q'' = (92, 92 + 4 = 96, 96 + 3 = 99, 98 + 29 = 127, 120 - 13 = 107, 110 - 15 = 95) \). Accordingly, \( D'' = (4, 3, 29, -13, -15) \) and \( Q = (92, 92 + 4 = 96, 96 + 3 = 99, 98 + 29 = 127, 120 - 13 = 107, 110 - 15 = 95) \) as Fig. 1(b).

The process of the data extraction and image recovery is illustrated as follows.

First, the receiver should have the extra information LM, and divide the image into \( m\times n \) non-overlapping blocks. Guided by the scanning strategy, the receiver can get an ordered stego-pixel vector for each block. Calculate the difference values, extract the secret data by LSB substitution and recovery the expanded differences using \( LM \) and restore the original pixels. As the example mentioned above, \( LM = (0, 0, 0, 0, 0, 1) \), \( Q'' = (92, 96, 99, 127, 107, 95) \) and the scanning strategy is in 2×3 search order with the \( p_1 \) as the reference point. According the steps illustrated below, the data extraction and image recovery can be completed.

1. \( p_1 = q_1 = 92 \)
2. \( d_1'' = |96 - 92| = 4; b_1 = \text{LSB}(4) = 0; d_1' = \text{floor} (4 / 2) = 2; d = 2 \times d_1' = 4; p_2 = 92 + 4 = 96 \).
3. \( d_2'' = |99 - 96| = 3; b_2 = \text{LSB}(3) = 1; d_2' = \text{floor} (3 / 2) = 2; d = 2 \times d_2' = 6; p_3 = 96 + 2 = 98 \).
4. \( d_3'' = |127 - 98| = 29; b_3 = \text{LSB}(29) = 1; d_3' = \text{floor} (29 / 2) = 14; d = 22; p_4 = 98 + 22 = 120 \).
5. \( d_4'' = |107 - 120| = 13; b_4 = \text{LSB}(13) = 1; d_4' = \text{floor} (13 / 2) = 6; d = 10; p_5 = 120 - 10 = 110 \).
6. \( d_5'' = |95 - 110| = 15; b_5 = \text{LSB}(15) = 1; d_5' = \text{floor} (15 / 2) = 7; d = 15; p_6 = 110 - 15 = 95 \).
4. Experimental Results

This experiment uses six standard 512×512 images including Airplane, Baboon, Barbara, Boat, Lena, and Peppers. When the threshold \( T \) is set as 30, the proposed method with different block sizes 1×2, 2×1, 2×3, 3×2, 3×3, 4×4, and 5×5 was conducted for comparison with the performance proposed by Arham et al. Each block will have a reference point, and the reference point will not be hidden with data. When the block is divided larger, the smaller the number of blocks representing the entire image, the less reference points cannot be hidden, so the more pixel values can be hidden. Conversely, when the block is smaller, the more the number of reference points of the entire image, so the number of embeddable areas is lower. The results are shown in Table 1 where when the block size is 1×2, the average payload is 129,947 bits and average embedding capacity is 0.496 bit per pixel (bpp). Fig. 3 shows the PSNR values of various images compared to those of Arham et al.’s method for fixed embedding capacity. We can see when the block size is 2×1, the image quality of Baboon with line chart in bright pink of Fig. 3(b) is down to 37 dB and is worse than that of other methods, which indicates that the quality is unsatisfactory for the complex images with the complicated textures by applying the scanning strategy of vertical order. As a whole, the performance is better when the block is larger.

Finally use multiple layers of possession to increase embedding capacity. In order to avoid having the value expanding on the same pixel each time when the embedding procedure is applied, leading to overflow/underflow issues, each block uses different block pixels as reference points.

This paper conducted 9-layer embedding to compare the performance of different block sizes. The comparison of the embedding capacity (bpp) in multi-layer embedding \( T = 30 \) is shown in Fig. 4. We can see that when the block is 2×3, the overall performance is the best. The cover images and stego images using 9-layer embedding method are shown in Fig. 5. When the block is smaller, the stego image has higher image quality, and when the block is bigger, it has higher embedding capacity. Therefore, these results of Fig. 4 can offer the selection with appropriate block size according to the demand in practical applications.

<table>
<thead>
<tr>
<th>Payload (bits)</th>
<th>Embedding capacity (bits per pixel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arham et al.</td>
<td>Method with size of 1×2</td>
</tr>
<tr>
<td>Lena</td>
<td>196,083</td>
</tr>
<tr>
<td>Baboon</td>
<td>193,314</td>
</tr>
<tr>
<td>Barbara</td>
<td>191,466</td>
</tr>
<tr>
<td>Boat</td>
<td>194,583</td>
</tr>
<tr>
<td>Airplane</td>
<td>195,282</td>
</tr>
<tr>
<td>Peppers</td>
<td>195,414</td>
</tr>
<tr>
<td>Average</td>
<td>194,357</td>
</tr>
</tbody>
</table>
Fig. 3. Compare the image quality of a single layer for a given embedding capacity ($T = 30$).

Fig. 4. Comparison of the embedding capacity (bpp) in multi-layer embedding ($T = 30$).
5. Conclusions

This paper presents an improved method of the method proposed by Arham et al.({\textsuperscript{7}}), wherein the block size was changed to \(m \times n\) so that the embedding capacity of a block was increased. Based on the correlation of neighboring pixels, different scanning strategies are used for multi-layer recursive message embedding in the message hiding process of blocks of different sizes. Then IRDE method is conducted to reduce the difference expansion and avoid distortion of overflow/underflow. The experimental results indicate that the smaller the block, the lower the hidden amount, the larger the block, and the higher the hidden amount. This paper can use the appropriate block size for hiding according to the purpose of use, so as to achieve the best performance.
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